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Abstract. Achieving level-5 driving automation in autonomous vehi-
cles necessitates a robust semantic visual perception system capable of
parsing data from different sensors across diverse conditions. However,
existing semantic perception datasets often lack important non-camera
modalities typically used in autonomous vehicles, or they do not ex-
ploit such modalities to aid and improve semantic annotations in chal-
lenging conditions. To address this, we introduce MUSES, the MUlti-
SEnsor Semantic perception dataset for driving in adverse conditions
under increased uncertainty. MUSES includes synchronized multimodal
recordings with 2D panoptic annotations for 2500 images captured un-
der diverse weather and illumination. The dataset integrates a frame
camera, a lidar, a radar, an event camera, and an IMU/GNSS sensor.
Our new two-stage panoptic annotation protocol captures both class-
level and instance-level uncertainty in the ground truth and enables the
novel task of uncertainty-aware panoptic segmentation, along with stan-
dard semantic and panoptic segmentation. MUSES proves both effective
for training and challenging for evaluating models under diverse visual
conditions, and it opens new avenues for research in multimodal and
uncertainty-aware dense semantic perception. Our dataset and bench-
mark are publicly available at https://muses.vision.ee.ethz.ch/.

1 Introduction

Experimental evidence [53] suggests that dense pixel-level semantic perception is
one of the most central tasks for embodied intelligent agents such as autonomous
cars. It densely parses the scene that surrounds the car into segments belonging
to different semantic classes and/or distinct instances of these classes. The re-
sulting high-level visual representation is an essential input to the downstream
driving modules involving planning and control.

Due to their excellent spatial resolution, frame cameras are the standard
sensor of choice in datasets for 2D pixel-level semantic perception of driving
scenes [13, 21, 27, 34, 41, 49, 51]. However, their signal deteriorates severely in
adverse visual conditions, such as nighttime, fog, rain, snow, or sun glare. This
implies that the semantic perception module of an autonomous car can benefit
from additional sensor inputs such as lidars, radars, and event cameras. These
can complement frame cameras in different ways, such as via the robustness
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Fig. 1: Annotated scene of MUSES. First row left to right: frame camera, lidar, radar;
second row left to right: event camera, panoptic annotation, and difficulty annotation.

of lidars to ambient illumination, the robustness of radars to weather, and the
high dynamic range and low latency of event cameras. Through sensor fusion,
complementary information from the additional sensors can be exploited in parts
of the scene where the camera signal is unintelligible.

To develop sensor fusion models for dense semantic perception in driving
scenes, appropriate datasets are required. The central features of such datasets
are (i) the inclusion of multiple sensor modalities that are relevant for pars-
ing driving scenes, (ii) the annotation of the input images of the dataset with
fine pixel-level labels that facilitate panoptic segmentation, (iii) proper anno-
tation of the aleatoric uncertainty in the semantic content of the input owing
to the potentially low signal-to-noise ratio of the latter, and (iv) the repre-
sentation of a diverse set of visual conditions, including adverse ones. Existing
driving datasets, however, feature only some of these attributes while missing
others [8, 9, 12, 20, 28, 44]. In particular, multimodal datasets targeting adverse
weather only feature coarse bounding boxes for traffic-related objects [1,4,30,35],
pixel-level annotations just for the road [1], or limited object classes [16]. These
annotations preclude the training and evaluation of general pixel-level segmenta-
tion methods that parse the entire driving scene (e.g. sidewalk, pole, and other
important classes for driving). On the other hand, adverse-condition datasets
that feature dense semantic labels are based solely on camera inputs [34, 51],
which limits the number and extent of pixels that can reliably receive manual
semantic labels. There is a need for a multimodal driving dataset enabling dense
semantic perception where adverse conditions are sufficiently represented.

To respond to this need, we construct MUSES, the MUlti-SEnsor Seman-
tic perception dataset for driving under uncertainty. MUSES consists of driving
sequences that include synchronized, calibrated, multimodal recordings with a
normal frame-based camera, a new-generation microelectromechanical-system
(MEMS) mirror-based lidar, a frequency-modulated continuous wave (FMCW)
scanning radar, a high-definition (HD) event camera, and an IMU/GNSS sensor
(see Fig. 1). These sequences are recorded under a diverse set of weather and
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illumination conditions, covering various combinations of time of day and pre-
cipitation. To the best of our knowledge, MUSES is the first adverse conditions-
focused dataset that includes event camera or MEMS lidar data.

We annotate 2500 selected camera images of MUSES with high-quality fine
2D pixel-level panoptic annotations, which directly afford semantic and instance
annotations. The annotated images are evenly distributed over different com-
binations of time of day, visibility, and precipitation, in each of the training,
validation, and test sets. Each of the panoptically annotated camera images is
accompanied by the respective readings of the other four sensors, which ren-
der MUSES the first large-scale multimodal diverse-condition driving dataset
for dense semantic perception tasks, including semantic, instance, and panop-
tic segmentation. Moreover, our specialized image annotation protocol leverages
the respective readings of the additional modalities and a corresponding normal-
condition sequence, allowing the annotators to also reliably label degraded image
regions that are still discernible in other modalities but would otherwise be im-
possible to label only from the image itself. This results in better pixel coverage
in the annotations and creates a more challenging evaluation setup.

As uncertainty quantification of the perception module is crucial for cer-
tifiable downstream control [3, 5, 26, 46], our specialized annotation protocol
accounts for high aleatoric uncertainty in the semantic content of images in
MUSES. In particular, we extend the uncertainty-aware annotation protocol of
ACDC [34] to model instance-level uncertainty, besides ACDC’s class-level un-
certainty. This allows MUSES to support the novel task of uncertainty-aware
panoptic segmentation, which constitutes a generalization of both panoptic seg-
mentation [22] and uncertainty-aware semantic segmentation [34]. Ground-truth
class-level and instance-level difficulty maps are used in uncertainty-aware panop-
tic segmentation to evaluate respective class- and instance-level confidence maps
jointly with the standard panoptic predictions via the novel average uncertainty-
aware panoptic quality (AUPQ) metric, which rewards labels and confidence
values that are consistent with their human counterparts.

We present a detailed analysis of MUSES, highlighting the challenges for
annotation in adverse conditions, notably fog and nighttime. We further show
that our two-stage annotation indeed enhances label coverage and difficulty. The
investigation of sensor impact on semantic perception highlights the intricacies of
multimodal fusion, emphasizing the need for specialized fusion methods. Also, we
show that models trained on MUSES excel in cross-domain evaluation, which is
attributable to the high diversity and annotation quality of our dataset. Overall,
our experimental analysis establishes MUSES as a challenging benchmark for
uni- and multimodal dense semantic perception tasks, including standard and
uncertainty-aware semantic/panoptic segmentation.

MUSES opens up the following new research directions: (1) Sensor fusion for
pixel-level semantic perception in adverse conditions, (2) exploring event cam-
era utility in adverse weather for automated driving, (3) examining challenges
and opportunities of new-generation automotive MEMS lidars for semantic per-
ception, and (4) researching the novel uncertainty-aware panoptic segmentation
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task. MUSES promises to advance the field by enabling more robust and accu-
rate perception systems, particularly in challenging conditions, thus enhancing
the safety and efficiency of autonomous driving technology.

2 Related Work

Two of the earliest and most influential datasets for autonomous driving are
KITTI [19], which provides high-resolution stereo images, lidar point clouds,
and IMU/GNSS data, and Cityscapes [13], which offers high-quality pixel-level
semantic annotations for RGB images. However, neither KITTI nor Cityscapes
include any samples for adverse weather or illumination. To address this lim-
itation, several datasets have been proposed that explicitly incorporate visual
hazards [50] in their data collection. These hazards can be caused by natural
phenomena, such as rain, snow, fog, or night, or by artificial factors, such as lens
flare, motion blur, or sensor noise. Some of these datasets are Oxford Robot-
Car [24], Oxford Radar RobotCar [2], DENSE [4], CADC [30], AWARE [29]
and Boreas [7]. These datasets provide multi-sensor recordings from different
modalities, such as RGB cameras, lidar scanners, radar sensors, or thermal cam-
eras. However, most of them do not provide fine, pixel-level semantic annota-
tions, which are essential for training semantic segmentation models that are
crucial for downstream action tasks of embodied agents [53]. Another set of
datasets provides dense semantic annotations for RGB images under adverse
conditions. These include the small-scale Foggy Driving [32], Foggy Zurich [31],
Dark Zurich [33] and Raincouver [40] and the large-scale ACDC [34], Wild-
dash2 [51] and BDD100K [47]. Although these datasets focus on diverse weather
and illumination conditions, they are limited to vision-only data and are not
usually sufficient for reliable perception under adverse conditions. Some recent
datasets like InfraParis [17] provide multimodal data with dense semantic an-
notations, some include adverse lighting conditions like [42] and the panoptic
extension [25] of Waymo Open [38], or even adverse weather conditions [1, 16].
They combine RGB frames mainly with lidar point clouds to provide a more
comprehensive representation of the scene but do not include further sensors or
specialized labeling for adverse conditions. Another relevant dataset is DSEC-
Semantic [18,39], which adds event cameras to the frame-lidar combination, but
it only provides semantic pseudo-labels.

Our dataset, MUSES, aims to fill the gap between the existing datasets
for semantic perception under adverse conditions (see Tab. 1). MUSES pro-
vides diverse-condition multimodal data from a normal frame camera, a lidar,
a radar, and an event camera, and corresponding high-quality 2D pixel-level
panoptic annotations. We extend the uncertainty-aware semantic segmentation
task introduced in [34] to panoptic segmentation, by accounting for both class-
and instance-level aleatoric uncertainty in predictions and ground truth. The
resulting novel task of uncertainty-aware panoptic segmentation is enabled by a
specialized annotation protocol, and it is fundamentally different from previous
work [37] that investigates epistemic uncertainty for panoptic segmentation.
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Table 1: Comparison of MUSES to densely labeled semantic adverse-condition
datasets. “Sem./Pan. seg.”: semantic/panoptic segmentation, “Corr. normal”: includes
image-level correspondences, “Class/Inst. uncert.”: captures class/instance uncertainty,
*: segmentation only for road/lanes, **: pseudo-labels.
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Foggy Zurich [14] ✓ × × × ✓ × × × ×
Dark Zurich [33] ✓ × × × ✓ × ✓ ✓ ×
Wilddash2 [51] ✓ × × × ✓ ✓ × × ×
BDD100K [47] ✓ × × × ✓ ✓ × × ×
ACDC [34] ✓ × × × ✓ ✓ ✓ ✓ ×
Zenseact Open Dataset [1] ✓ ✓ × × * × × × ×
WOD: PVPS [25,38] ✓ ✓ × × ✓ ✓ × × ×
DSEC-Semantic [18,39] ✓ ✓ ✓ × ** × × × ×
MUSES (Ours) ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

3 The MUSES Dataset

MUSES is a multi-sensor dataset with 2D panoptic annotations for autonomous
driving that emphasizes adverse conditions. The dataset was recorded in Switzer-
land from November 2022 to July 2023. We recorded multiple driving sequences
under adverse conditions (night, rain, snow, fog, or a combination thereof) and
recorded each adverse-condition route again in clear-weather daytime conditions.
The multi-sensor readings serve two purposes: 1) they provide corroborative ev-
idence during annotation to increase label coverage; 2) they support multimodal
methods for dense semantic perception in adverse visual conditions. This section
provides a detailed overview of the dataset. We detail the sensors in Sec. 3.1,
the annotation protocol in Sec. 3.2, and the splits and benchmarks in Sec. 3.3.

3.1 Sensor Suite

Our sensor suite consists of a high-resolution frame camera, an event camera,
a MEMS lidar, an FMCW scanning radar, and an IMU/GNSS module, all
mounted on the front part of the roof of our recording car (see supplement). Since
we recorded highly adverse scenes, the two cameras and the GNSS were placed
inside a waterproof box with a transparent acrylic glass window. To manage lens
occlusion due to water droplets or snow, the acrylic glass window and lidar cover
glass were treated with a hydrophobic coating and regularly wiped clean. The
geometric calibration and synchronization of all the sensors are described in the
supplement, and the sensor specifications are summarized in Tab. 2.
Frame camera. We use a TRI023S-CC camera from Lucid Vision Labs with a
global shutter and automatic exposure time. The RGB images are undistorted
and provided as 8-bit PNG files. We use the frame camera as our frame-of-
reference as our panoptic annotations pertain to the undistorted RGB images.
To protect the privacy of all persons identifiable from our dataset, we used a
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Table 2: Overview of sensor specifications for MUSES.

Modality Name Specifications

Frame camera TRI023S-CC 8-bit RGB, 30 Hz, 1920×1080, HFOV: 77°, VFOV: 43°
Event camera Prophesee GEN4.1 1280×720, 15M events/s, HFOV: 64°, VFOV: 39°

Lidar RS-LiDAR-M1 10 Hz, avg. angular resolution: 0.2°, range: 200 m,
HFOV: 120°, VFOV: 25°, 75K points/scan

Radar Navtech CIR-DEV 4 Hz, range resolution: 43.8 mm, horizontal angular
resolution: 0.9°, range: 330 m

IMU/GNSS simpleRTK2B Fusion RTK accuracy: <10cm, 30 Hz

semi-automatic anonymization pipeline based on [43] to segment and blur faces
and license plates. More details on anonymization are in the supplement.
Event camera. Event cameras exhibit high dynamic range and low latency,
but the potential of event cameras in adverse conditions remains unexplored
due to a lack of available datasets. To foster research in this direction, we use a
Prophesee Gen4.1 event camera with HD resolution. The contrast sensitivity is
manually adjusted depending on the lighting conditions, to record more details in
brightly lit scenes and limit noise under low illumination. To further avoid peaks
of events, we used an event rate controller. The raw events—i.e., the 4-tuples
(x, y, timestamp, polarity)—are undistorted, truncated to 3-second chunks, and
stored in compressed HDF5 files.
Lidar. Lidars are a core sensing modality for autonomous cars, providing high-
resolution 3D maps irrespective of lighting conditions. New-generation MEMS
lidars offer advantages such as a compact form, minimal moving parts, and cost-
effectiveness, but their irregular scanning pattern poses compatibility issues with
standard motorized scanning lidar frameworks. To facilitate further research on
such sensors, we use the new-generation automotive RS-LiDAR-M1 lidar from
RoboSense. The raw lidar point cloud is stored as a binary file with six entries
(x, y, z, intensity, mirror #, timestamp) for each point.
Radar. Due to its robustness to any type of weather condition, the radar is an
important component of reliable automotive perception stacks. We use a Navtech
CIR-DEV FMCW radar with a cosec dish that directs part of the emitted power
below the horizontal plane for better short-range detection. Inspired by [2], we
store the radar data as a range-azimuth PNG file, containing per azimuth the
timestamp, sweep counter, and raw received power readings in dB.
IMU/GNSS. We use the simpleRTK2B board from ArduSimple as our IMU/
GNSS device. It offers dead reckoning and real-time kinematics (RTK). An ex-
tended Kalman filter (EKF) fuses GNSS and IMU, resulting in a global 6 DoF
pose with respective velocities.

3.2 Annotation
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Fig. 2: 3D vs. 2D. This example shows
that the lidar point cloud (left, pro-
jected onto RGB image) can deterio-
rate in adverse weather, yielding insuf-
ficient information for 3D annotation.
By contrast, the distant cars are cap-
tured with 2D annotations (right).

Along with the processed multi-sensor
data, MUSES contains high-quality panop-
tic labels. Figure 2 illustrates that lidar
point clouds provide insufficient informa-
tion for accurate 3D annotation of ob-
jects in adverse conditions. We thus la-
bel the 2D frame camera images, due to
their high resolution and ease of inter-
pretability for annotators. The RGB im-
ages are labeled for panoptic segmenta-
tion with 19 classes, following the taxon-
omy of Cityscapes evaluation classes [13].
Even 2D panoptic labeling is highly chal-
lenging in adverse conditions because these images contain regions with indis-
cernible semantic content: the image may be too dark or blurry to recognize
an object, or a rain droplet on the lens may partially occlude the field-of-view.
To account for such cases, we asked annotators to follow the decision hierarchy
shown in Fig. 4 for panoptic labeling. If the object class is indiscernible, the pixel
is labeled as unknown_class (and by extension unknown_instance), otherwise
it belongs to either a thing class or a stuff class. Pixels outside the 19 defined
classes (e.g ., a wheelchair) are given the fallback label other_class and treated
similarly to stuff. If the pixel belongs to a thing class, the annotator can either
assign it to an instance or label it as unknown_instance. This decision hierarchy
results in two levels of uncertainty: class and instance uncertainty. Instance un-
certainty occurs when we know the class but not its instance membership, e.g .,
for pixels at the blurry boundary between two adjacent cars.

We design a two-stage annotation protocol. In stage 1, the RGB image is
labeled with an initial ground-truth panoptic label H1 following the hierarchical
protocol in Fig. 4. In this stage, the annotator only has access to the RGB image
under annotation. In stage 2, H1 is refined with the same decision hierarchy to
obtain the final ground truth panoptic label H2 (see Fig. 3). The refinement is
made possible by additionally inspecting auxiliary data, which includes enhanced
versions of the original image [36], event and lidar data, temporally adjacent

RGB Image H1 H2 Difficulty Map

Fig. 3: Example of stage 1 and stage 2 panoptic annotations H1 and H2. The aux-
iliary data available in stage 2 allows better separation between the three car in-
stances on the left, reducing the unknown_instance area from H1 to H2, but keeping a
difficult_instance label (grey) in the difficulty map. Notice the additional class la-
bels added to H2 for distant cars; the corresponding regions keep the difficult_class
(white) label in the difficulty map.
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Class
discernible?

unknown_class;
unknown_inst.

Is it part
of things?

class label;
stuff instance

Instance
discernible?

class label;
unknown_inst.

class label;
instance label

no

yes

no

yes

no

yes

Fig. 4: Flowchart of uncertainty-aware panoptic annotation.

frames of the sequence, and a corresponding sequence from the same location
recorded under normal conditions. This auxiliary data enables the annotators
to fill in previously uncertain regions (i.e., droplets on RGB image in Fig. 5)
and correct possible mistakes from stage 1. In all stages, we asked annotators to
prioritize traffic-related classes, i.e., things classes plus road, traffic light, and
traffic sign. The total annotation time was 11,827 hours, averaging 4.6 hours per
image. It was divided equally between stage 1 and stage 2.

The two-stage annotation process allows us to assign ternary difficulty levels
to our labels (see last column in Fig. 3). Pixels with valid labels that are fully con-
sistent in H1 and H2 are labeled not_difficult. Pixels with a consistent class
label in H1 and H2, but an inconsistent instance label or the unknown_instance
label, receive a difficult_instance label. All other pixels, i.e., pixels with an
inconsistent class label in H1 and H2 or pixels that are unknown_class, receive
a difficult_class label.

3.3 Splits and Benchmarks

MUSES consists of 2500 annotated multimodal samples, 500 of which are recorded
in daytime and clear weather. The remaining 2000 adverse-condition samples are
split between 1000 daytime (333/334/333 samples in fog/rain/snow) and 1000
nighttime (250/250/250/250 samples in clear/fog/rain/snow) samples. Figure 5

RGB Image Lidar Events Radar Corr. Image Panoptic GT Difficulty Map

Fig. 5: Visualization of two adverse-condition samples from MUSES. From left to right:
RGB image; motion-compensated lidar points projected and overlaid with the image;
events projected onto the image (assuming infinite distance); azimuth-range radar scan
(with ranges above a threshold cropped out); corresponding normal-condition image;
panoptic ground truth; difficulty map. Best viewed zoomed in.
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shows two example adverse-condition scenes with a visualization of each recorded
modality, the corresponding normal-condition images, and the annotation out-
puts. We split the full dataset into 1500 training, 250 validation, and 750 test
samples, stratified by condition. The individual splits are strictly geographically
separated across conditions. The annotations of the test set are withheld, and
the test set evaluation is only accessible through a submission system. Public
benchmarks will be provided for three tasks: 1) semantic segmentation, 2) panop-
tic segmentation, and 3) uncertainty-aware panoptic segmentation (see Sec. 4).
Each of the three benchmarks will have two different tracks: i) using RGB input
only, and ii) using multimodal input.

4 Uncertainty-Aware Panoptic Segmentation

The ternary difficulty levels assigned to each pixel during the annotation of
MUSES (see Sec. 3.2) enable a novel task: uncertainty-aware panoptic segmen-
tation. In this task, a panoptic segmentation model is compensated for errors in
difficult image regions if it predicts the difficulty level correctly. To incorporate
this idea into evaluation, we introduce the uncertainty-aware panoptic quality
(UPQ) metric, an extension of panoptic quality [22].

4.1 Uncertainty-Aware Panoptic Quality

In addition to the panoptic prediction and ground truth, UPQ takes as input a
binary class confidence prediction and a binary instance confidence prediction,
which are evaluated against the ternary difficulty maps (see Sec. 3.2). This confi-
dence comparison transforms some pixels in the panoptic prediction to either ANY
or VOID, as follows: First, the binary class confidence prediction divides all pixels
into class-unconfident (CU) and class-confident (CC) sets. CU pixels are com-
pared with the ground truth difficulty map: If they are indeed class_difficult,
they are converted to ANY pixels in the panoptic prediction, otherwise, they are
converted to VOID. The CC pixels are instead divided into instance-unconfident
(IU) and instance-confident (IC) sets according to the binary instance confi-
dence prediction. IU pixels with a correct class prediction are compared with
the difficulty map: If they are difficult_instance or difficult_class, they
are converted to ANY pixels, otherwise, they are converted to VOID. Thus, ANY
masks pixels that are correctly predicted as uncertain (class or instance level),
while VOID masks pixels that are erroneously predicted as uncertain. Note that
ANY/VOID masks apply to the predictions, not the ground truth.

Analogously to the standard PQ [22], UPQ is composed of two steps: segment
matching and UPQ computation given the matched segments. Compared to
PQ, UPQ modifies the first step, by incorporating ANY pixels as wild cards and
VOID pixels as wrong predictions. Hence, UPQ forgives errors for difficult pixels
when predictions are correctly uncertain but penalizes predicting "easy" pixels
as uncertain. Note that, if a model predicts all pixels as confident, no ANY or
VOID pixels are created and UPQ reduces to the standard PQ.
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Prediction Ground Truth Computation Segment matching:

IoU = + +

UPQ computation:

IoU = +
+ + +

Fig. 6: UPQ computation between a prediction containing an instance (black), ANY
region (gray), and background (white), and a ground-truth instance (black). For seg-
ment matching, the ANY regions are ignored, which leads to an IoU>0.5 in this example.
Before UPQ computation after matching, the matched ANY regions are replaced with
the ground truth.

Segment Matching. In standard PQ, matches between predicted and ground-
truth segments are formed when their intersection over union (IoU) is strictly
greater than 0.5, which guarantees unique matching. To maintain this property
while accounting for ANY pixels, UPQ matches segments in two steps:
1. Ignore all ANY pixels in both prediction and ground truth, then match re-

maining segments with IoU > 0.5. After matching, copy the ground truth
class/instance labels to the ANY pixels within matched segments.

2. Check remaining unmatched ground-truth segment for > 50% overlap with
ANY pixels. For matches, replace the ANY label with the ground truth.

Figure 6 conveys the intuition for this process: by ignoring the ANY pixels in
step 1, segments surrounded by accurate confidence predictions are more easily
matched. Even though the predicted segment has an IoU of less than 0.5 with the
ground-truth one, it is still matched because the confidence level of the surround-
ing pixels is correctly predicted as difficult_class or difficult_instance
(which results in ANY pixels). Note that ANY pixels never form segments and
thus cannot create FP or FN segments. If the confidence level of the entire
instance were correctly classified as difficult, it would still be matched in step 2.
UPQ Computation. Given segment matches, UPQ is computed as

UPQ =

∑
(p,g)∈TP IoU(p, g)

|TP |+ 1
2 |FP |+ 1

2 |FN |
, (1)

where p and g are matched segments, and |TP |, |FP |, and |FN | are the numbers
of true positive, false positive, and false negative segments respectively. See [22]
for details and the motivation behind this formulation.

4.2 Threshold-Agnostic Evaluation

UPQ evaluation requires binary class confidence and instance confidence predic-
tions. For a model that produces confidence scores for both cases, UPQ must thus
be evaluated at a specific operating point, by defining confidence thresholds for
class and instance confidences respectively. To obtain a threshold-agnostic sum-
mary metric, we define a linear grid of 16×16 thresholds for class and instance
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Fig. 7: (left) Percentages of pixels labeled in the two annotation stages for different
conditions. (right) Distance distribution of instances across different weather condi-
tions. H1: stage 1, H2: stage 2, “n/a”: instances without any lidar returns.

confidences, evaluate UPQ for each of the 256 threshold pairs, and report the
average value—AUPQ.

5 Analysis and Experiments

In this section, we present a thorough analysis of MUSES. We analyze its anno-
tations in Sec. 5.1, corroborate the benefit of the non-camera modalities of our
dataset for dense semantic perception in Sec. 5.2, demonstrate the increased dif-
ficulty MUSES presents for state-of-the-art semantic segmentation approaches
compared to competing central benchmarks in Sec. 5.3, and evaluate base-
lines and oracles for the novel uncertainty-aware panoptic segmentation task
in Sec. 5.4. Performance is always reported on the respective test sets.

5.1 Analysis of Annotations
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Fig. 8: Number of annotated pixels per
class in MUSES.

Fig. 8 summarizes the number of anno-
tated pixels per class in MUSES. Overall,
78.5% of all pixels receive a valid label af-
ter stage 2 of the annotation (in H2), an
increase of 10.3% compared to H1. No-
tably, H2 contains roughly 1.5× more in-
stances than H1. The increased level of
detail and completeness in H2 supports
the design choice of complementing the
annotation with multi-sensor information.
When comparing the annotation density
in H2 for images of different visual condi-
tions in Fig. 7 (left), we observe that fog
and nighttime constitute the most challenging conditions to annotate, showing
the greatest increases in annotation density when incorporating auxiliary data in
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Table 3: PQ of Mask2Former [11] models trained on different sets of input modalities.
A Swin-T [23] backbone is used in all cases.

Frame
camera

Event
camera Radar Lidar Clear Fog Rain Snow Day Night All

✓ 48.8 46.5 45.4 42.2 49.4 39.4 46.9
✓ ✓ 52.1 49.4 48.2 42.6 51.7 42.2 49.5
✓ ✓ 52.9 49.5 49.9 46.1 52.9 44.8 51.3
✓ ✓ 54.2 49.9 52.2 47.6 53.7 48.0 52.7
✓ ✓ ✓ ✓ 55.3 50.3 53.8 47.9 54.1 49.7 53.6

stage 2 of the annotation. To measure the added difficulty of stage 2 annotations,
we train Mask2Former [11] with H2 and evaluate it on stage 1 (H1) and stage 2
(H2) labels. We observe a 11.1% drop in PQ, from 58.0% (H1) to 46.9% (H2),
which indicates the substantial increase in the difficulty of the labels that are
created thanks to our multimodal annotation. This highlights the challenging
nature of ground truth in MUSES compared to the ground truth in 2D semantic
perception datasets that lack auxiliary data—such as our additional modali-
ties—for adverse-condition annotations. We provide a quantitative verification
of this argument via a cross-dataset comparison in Sec. 5.3. As a result of our
two-stage annotation protocol, 24.5% of pixels are labeled as difficult_class,
and 1.5% of things pixels are labeled as difficult_instance.

We investigate the range distribution of annotated things instances in MUSES
by estimating their distances via the motion-compensated and outlier-filtered li-
dar point cloud. Figure 7 (right) shows that annotated instances in adverse
conditions are closer on average. However, those results need to be interpreted
cautiously, as the lidar can be heavily affected by adverse conditions, e.g ., in fog
43.4% of instances have less than 10 lidar returns and 22.3% have none. This
underscores the advantage of 2D image labeling over point cloud labeling for
adverse scenes. More statistics for MUSES are provided in the supplement.

5.2 Benefit of Additional Modalities for Dense Semantic Perception

In Tab. 3, we show the benefit of the additional non-camera modalities which
MUSES offers compared to previous dense semantic driving perception bench-
marks [13,34,47], by comparing multimodal models to a camera-only model. In
particular, we train different Mask2Former-based networks [11] on MUSES for
panoptic segmentation, each using different modalities as inputs. For this, we
construct simple multimodal networks by employing separate Swin-T [23] back-
bones for each modality and fusing their outputs with a parallel cross-attention
block [6]. For more implementation details, please refer to the supplement.

The key observation on the results of this comparison is that the quadri-
modal network outperforms the baseline camera-only network across all visual
conditions. This finding proves the value of our novel multimodal dense seman-
tic perception dataset for developing better models for such pixel-level tasks.
In addition, we observe that all three examined bimodal networks, which fuse
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the camera input with one of the additional modalities respectively, also deliver
consistent improvements over the camera-only network across conditions and
trail the performance of the quadrimodal network. Each non-camera modality
provides valuable complementary information for semantic perception on top of
the camera. However, there is significant potential to improve upon our simple
fusion method. Future multimodal dense semantic perception works based on
MUSES could develop more specialized fusion architectures and enhance model
performance across all domains.

5.3 State of the Art in Semantic Image Segmentation on MUSES

Table 4: State of the art in semantic seg-
mentation on MUSES.

Architecture mIoU

DeepLabv3+ (ResNet101-D8) [10] 70.5
OCRNet (HRNetV2p-W48) [48] 71.9
SETR (ViT-L) [52] 71.1
SegFormer (MiT-B2) [45] 72.5
SegFormer (MiT-B5) [45] 74.7
Mask2Former (Swin-T) [11] 70.7
Mask2Former (Swin-L) [11] 77.1

We evaluate the performance of state-
of-the-art semantic segmentation ar-
chitectures on MUSES in Tab. 4. All
backbones are pre-trained on Ima-
geNet [15]. High-capacity models tend
to perform better: Mask2Former [11]
achieves the highest mIoU.

Because of its diverse range of
conditions and high-quality ground
truth, MUSES constitutes an ideal
testbed for model adaptation and
generalization experiments. To com-
pare different datasets along this
axis, we train Mask2Former on three
datasets—Cityscapes [13], ACDC [34], and MUSES—and cross-evaluate the re-
sulting models. Note that, of the three datasets, MUSES has the smallest training
set. The results in Tab. 5 show that, despite this handicap, the model trained on
MUSES achieves the highest average performance over all datasets, demonstrat-
ing its robustness. We hypothesize that this can be attributed to the superior
diversity and annotation quality of MUSES samples. Nevertheless, the perfor-
mance of all models drops significantly under domain shift, motivating future
research efforts in this field.

Table 5: Generalization of semantic segmentation models trained on different datasets.
Mask2Former [11] with a Swin-L [23] backbone and camera-only input is used. We train
and test on different combinations of datasets. ∆: mIoU difference to in-domain model.

Training Dataset Cityscapes-val [13] ACDC-test [34] MUSES-test Mean

mIoU ∆ mIoU ∆ mIoU ∆ mIoU

Cityscapes [13] 83.7 — 65.7 -10.6 58.9 -18.2 69.4
ACDC [34] 70.9 -12.8 76.3 — 66.9 -10.2 71.4
MUSES 73.1 -10.6 72.0 -4.3 77.1 — 74.1
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Table 6: Uncertainty-aware panoptic segmentation baselines and oracles.
Mask2Former [11] with Swin-T [23] is used.

Confidence AUSQ ↑ AURQ ↑ AUPQ ↑

Stuff Things All

Constant 100% 78.3 58.0 58.2 31.3 46.9
Marginalization 80.2 53.6 54.3 30.7 44.3
Oracle 89.7 83.7 78.0 71.2 75.2

5.4 Uncertainty-Aware Panoptic Segmentation

For the novel uncertainty-aware panoptic segmentation task introduced in Sec. 4,
we present in Tab. 6 two mask-classification baselines and an oracle approach for
the unimodal setting. The first baseline simply predicts 100% class and instance
confidence for all pixels. In this case, the AUPQ is equivalent to the standard
PQ. The second baseline aims to extract class and instance confidence from the
trained mask-classification model: we obtain the class confidence by marginal-
izing over probability-mask pairs, whereas the instance confidence is obtained
by dividing the mask class score through the class confidence. A more detailed
description and motivation for this procedure is given in the supplement. The
oracle approach is a confidence oracle: it uses ground-truth class and instance
confidence maps for confidence prediction. Its performance sets an upper bound
for the examined models. As shown in Tab. 6, the first baseline outperforms the
marginalization approach, meaning that the confidence scores of those models
are not well calibrated to the difficulty labels. Furthermore, there is a substantial
performance gap between the two baselines and the oracle, indicating that future
custom-trained models have great room for improvement in this novel task.

6 Conclusion

We have presented MUSES, the first multi-sensor semantic perception dataset for
autonomous driving in adverse conditions. MUSES provides 2500 samples, each
consisting of synchronized and calibrated RGB images, MEMS lidar scans, HD
event sequences, FMCW radar scans, IMU/GNSS readings, and an image-level
corresponding normal-condition image. Our new two-stage panoptic annotation
protocol yields high-quality 2D panoptic annotations for each image and class-
and instance-level difficulty maps, which enable the novel task of uncertainty-
aware panoptic segmentation. Our experiments highlight the benefits of the ad-
ditional non-camera modalities for dense semantic perception and prove that
MUSES is effective for training and provides a challenging evaluation for models
under diverse visual conditions. acrossThis dataset motivates many possible lines
of research: sensor fusion for dense semantic perception tasks, the exploration
of strengths and weaknesses of individual sensors, e.g ., event cameras, for se-
mantic perception in diverse visual conditions, and model generalization and/or
adaptation across conditions or modalities.
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